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1 Introduction

The TREC Video Retrieval Evaluation (TRECVID)
2006 represents the sixth running of a TREC-style
video retrieval evaluation, the goal of which re-
mains to promote progress in content-based retrieval
from digital video via open, metrics-based evaluation.
Over time this effort should yield a better under-
standing of how systems can effectively accomplish
such retrieval and how one can reliably benchmark
their performance. TRECVID is funded by the Dis-
ruptive Technology Office (DTO) and the National
Institute of Standards and Technology (NIST) in the
United States.

Fifty-four teams (twelve more than last year) from
various research organizations — 19 from Asia, 19
from Europe, 13 from the Americas, 2 from Aus-
tralia and 1 Asia/EU team — participated in one
or more of four tasks: shot boundary determination,
high-level feature extraction, search (fully automatic,
manually assisted, or interactive) or pre-production
video management. Results for the first 3 tasks were
scored by NIST using manually created truth data.
Complete manual annotation of the test set was used
for shot boundary determination. Feature and search

submissions were evaluated based on partial manual
judgments of the pooled submissions. For the fourth
exploratory task participants evaluated their own sys-
tems.

Test data for the search and feature tasks was
about 150 hours (almost twice as large as last
year) of broadcast news video in MPEG-1 format
from US (NBC, CNN, MSNBC), Chinese (CCTV4,
PHOENIX, NTDTV), and Arabic (LBC, HURRA)
sources that had been collected in November 2004.
The BBC Archive also provided 50 hours of “rushes”
- pre-production travel video material with natural
sound, errors, etc. - against which participants could
experiment and try to demonstrate functionality use-
ful in managing and mining such material.

This paper is an introduction to the evaluation
framework — the tasks, data, and measures. The
results as well as the approaches taken by the par-
ticipating groups will be presented at the TRECVID
workshop in November 2006. For detailed informa-
tion about the approaches and results, the reader
should see the various site reports and the results
pages at the back of the workshop notebook.

Disclaimer: Certain commercial entities, equip-
ment, or materials may be identified in this docu-
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ment in order to describe an experimental procedure
or concept adequately. Such identification is not in-
tended to imply recommendation or endorsement by
the National Institute of Standards, nor is it intended
to imply that the entities, materials, or equipment are
necessarily the best available for the purpose.

1.1 New in TRECVID 2006

While TRECVID 2006 continued to work primarily
with broadcast news in Arabic, English, and Chinese,
a significant portion of the test data came from pro-
grams not represented in the development data. This
presents a test of how well feature detectors general-
ize and how searching broadcast TV news works on
material from broadcasters other than those on which
a search system has been trained.

Participants in the high-level feature task were re-
quired to submit results for 39 individual features
defined by the DTO workshop on Large Scale On-
tology for Multimedia (LSCOM) as the “LSCOM-
lite” feature set, rather than some self-selected sub-
set thereof. This was intended to promote the use of
generic means for the training of feature detectors.

NIST planned to evaluate only 10 of the submit-
ted features but by using a new measure of average
precision based on sampling, was able to evaluate 20
of the 39 feature results submitted by each group.

The size of the feature and search test collection
was nearly doubled over that used in 2005.

Participants were given access to two new sets of
auxiliary data:

• the MediaMill Challenge data, which included
101 low-level features, estimated 101 MediaMill
high-level concepts, and resulting rankings for
the 2005 and 2006 test data

• the manual LSCOM annotations of the develop-
ment data for 449 features

These were provided to participants in time for them
to be used as part of their feature and/or search sub-
missions.

The BBC rushes presented special challenges (e.g.,
video material with mostly only natural sound, er-
rors, lots of redundancy) and a special opportunity
since such material is potentially valuable but cur-
rently inaccessible. The rushes differed in content
from those use in 2005 - e.g., by containing more in-
terviews.

There was an increase in the number of participants
who completed at least one task - up to 54 from last

year’s 42. See Table 1 for a list of participants and
the tasks they undertook. This represents another
steady increase in the evolution of TRECVID in this
6th year of the annual cycle.

2 Data

2.1 Video

The 2005 development and test data was made avail-
able to participants as development data for 2006.
Thus the total amount of news video available as test
data in 2006 for the evaluated tasks was about 159
hours of video: 83 in Arabic, 30 in Chinese, 46 in En-
glish. The data were collected by the Linguistic Data
Consortium (LDC) during November and December
of 2005, digitized, and transcoded to MPEG-1.

A shot boundary test collection for 2006, compris-
ing about 7.5 hours, was drawn at random from the
total collection. It comprised 13 videos for a total size
of about 4.64 gigabytes. The characteristics of this
test collection are discussed below. The shot bound-
ary determination test data were distributed by NIST
on DVDs just prior to the test period start.

The total news collection minus the shot boundary
test set was used as the test data for the high-level
feature task as well as the search task. Both the
development and test data were distributed on hard
disk drives by LDC.

2.2 Common shot reference,

keyframes, ASR

The entire feature/search collection was automati-
cally divided into shots at the Fraunhofer (Heinrich
Hertz) Institute in Berlin. These shots served as the
predefined units of evaluation for the feature extrac-
tion and search tasks. The feature/search test collec-
tion contained 259 files/videos and 79,484 reference
shots (up from 45,765 in 2005).

A team at Dublin City University’s Centre for Dig-
ital Video Processing extracted a keyframe for each
reference shot and these were made available to par-
ticipating groups.

BBN provided ASR/MT output for the Chinese
and Arabic videos using the then current version of
their latest MT research system which is believed to
reflect the state of the art at the time. LDC provided
ASR for the English videos.



2.3 Common feature annotation

In 2005 each of about 100 researchers from some
two dozen participating groups annotated a subset
of some 39 features in the development data using
a tool developed by CMU or a new one from IBM.
The total set of annotations was made available to
all TRECVID 2006 participants — for use in train-
ing feature detectors and search systems.

In order to help isolate system development as a
factor in system performance each feature extraction
task submission, search task submission, or donation
of extracted features declared its type as one of the
following:

A - system trained only on common TRECVID de-
velopment collection data, the common annota-
tion of such data, and any truth data created at
NIST for earlier topics and test data, which is
publicly available. For example, common anno-
tation of 2005 training data and NIST’s manu-
ally created truth data for 2005 could in theory
be used to train type A systems in 2006.

B - system trained only on common development col-
lection but not on (just) common annotation of
it

C - system is not of type A or B

Since by design there were multiple annotators for
most of the common training data features but it was
not at all clear how best to combine those sources of
evidence, it seemed advisable to allow groups using
the common annotation to choose a subset and still
qualify as using type A training. This was the equiv-
alent of adding new negative judgments. However,
no new positive judgments could be added.

3 Shot boundary detection

Movies on film stock are composed of a series of
still pictures (frames) which, when projected together
rapidly, the human brain smears together so we get
the illusion of motion or change. Digital video is also
organized into frames - usually 25 or 30 per second.
Above the frame, the next largest unit of video both
syntactically and semantically is called the shot. A
half hour of video, in a TV program for example, can
contain several hundred shots. A shot was originally
the film produced during a single run of a camera
from the time it was turned on until it was turned

off or a subsequence thereof as selected by a film ed-
itor. The new possibilities offered by digital video
have blurred this definition somewhat, but shots, as
perceived by a human, remain a basic unit of video,
useful in a variety of ways.

The shot boundary task is included in TRECVID
as an introductory problem, the output of which is
needed for most higher-level tasks. Groups can work
for their first time in TRECVID on this task, de-
velop their infrastructure, and move on to more com-
plicated tasks the next year, or they can take on the
more complicated tasks in their first year, as some
do. Information on the effectiveness of particular shot
boundary detection systems is useful in selecting do-
nated segmentations used for scoring other tasks.

The task was to find each shot boundary in the
test collection and identify it as an abrupt or gradual
transition, where any transition which is not abrupt,
is considered gradual.

3.1 Data

The shot boundary test videos contained a total of
597,043 frames and 3,785 shot transitions.

The reference data was created by a student at
NIST whose task was to identify all transitions and
assign each to one of the following categories:

cut - no transition, i.e., last frame of one shot fol-
lowed immediately by the first frame of the next
shot, with no fade or other combination;

dissolve - shot transition takes place as the first shot
fades out while the second shot fades in

fadeout/in - shot transition takes place as the first
shot fades out and then the second fades in

other - everything not in the previous categories
e.g., diagonal wipes.

Software was developed and used to sanity check
the manual results for consistency and some correc-
tions were made. Borderline cases were discussed be-
fore the judgment was recorded.

The freely available software tool 1 VirtualDub was
used to view the videos and frame numbers. The
distribution of transition types was as follows:

• 1,844 — hard cuts (48.7%)

• 1,509 — dissolves (39.9%)

1The VirtualDub (Lee, 2001) website contains information
about VirtualDub tool and the MPEG decoder it uses.



• 51 — fades to black and back (1.3%)

• 381 — other (10.1%)

This distribution has shifted over toward more
gradual transitions as Table 2 shows. In addition,
short graduals — those with lengths of 1 to 5 frames,
have increased as well (see Table 3). These are judged
very strictly by the evaluation measures since they are
cuts but without the 5-frame extension of boundaries
to cover differences in decoders.

3.2 Evaluation and measures

Participating groups in this task were allowed up to
10 submissions and these were compared automat-
ically to the shot boundary reference data. Each
group determined different parameter settings for
each run they submitted. Twenty-one groups sub-
mitted runs. The runs are evaluated in terms of how
well they find all and only the true shot boundarys
and how much clock time is required for their systems
to do this.

Detection performance for cuts and for gradual
transitions was measured by precision and recall
where the detection criteria required only a single
frame overlap between the submitted transitions and
the reference transition. This was to make the de-
tection independent of the accuracy of the detected
boundaries. For the purposes of detection, we con-
sidered a submitted abrupt transition to include the
last pre-transition and first post-transition frames so
that it has an effective length of two frames (rather
than zero).

Analysis of performance individually for the many
sorts of gradual transitions was left to the partici-
pants since the motivation for this varies greatly by
application and system.

Gradual transitions could only match gradual tran-
sitions and cuts match only cuts, except in the case
of very short gradual transitions (5 frames or less),
which, whether in the reference set or in a submis-
sion, were treated as cuts. We also expanded each
abrupt reference transition by 5 frames in each direc-
tion before matching against submitted transitions
to accommodate differences in frame numbering by
different decoders.

Accuracy for reference gradual transitions success-
fully detected was measured using the one-to-one
matching list output by the detection evaluation. The
accuracy measures were frame-based precision and
recall. These measures evaluate the performance of

Table 2: Transition types

Search type 2003 2004 2005 2006

% Abrupt 70.7 57.5 60.8 48.7

% Dissolve 20.2 31.7 30.5 39.9

% Fade in/out 3.1 4.8 1.8 1.3

% Other 5.9 5.7 6.9 10.1

Table 3: Short graduals (1-5 frames)

2003 2004 2005 2006

% of all transitions 2 10 14 24

% of all graduals 7 24 35 47

% of SG’s = 1 frame 41 88 83 82

gradual shot transitions in terms of the numbers of
frames overlapping in the identified, and the submit-
ted gradual transitions and thus higher performance
using these is more difficult to achieve than for non-
frame precision and recall. Note that a system could
be very good in detection and have poor accuracy,
or it might miss a lot of transitions but still be very
accurate on the ones it finds.

3.3 Results

Readers should see the results pages at the back of
notebook for detailed information about the perfor-
mance of each submitted run.

4 High-level feature extraction

A potentially important asset to help video
search/navigation is the ability to automatically iden-
tify the occurrence of various semantic features such
as “Indoor/Outdoor”,“People”, “Speech” etc., which
occur frequently in video information. The ability to
detect features is an interesting challenge by itself but
would take on added importance if it could serve as
a reusable, extensible basis for query formation and
search. The feature extraction task has the following
objectives:

• to continue work on a benchmark for evaluating
the effectiveness of detection methods for various
semantic concepts



• to allow exchange of feature detection output for
use in the TRECVID search test set prior to the
search task results submission date, so that a
greater number of participants could explore in-
novative ways of leveraging those detectors in
answering the search task queries in their own
systems.

The feature extraction task was as follows. Given a
standard set of shot boundaries for the feature extrac-
tion test collection and a list of feature definitions,
participants were asked to return for each feature in
the full set of features, at most the top 2,000 video
shots from the standard set, ranked according to the
highest possibility of detecting the presence of the
feature. The presence of each feature was assumed to
be binary, i.e., it was either present or absent in the
given standard video shot. If the feature was true for
some frame (sequence) within the shot, then it was
true for the shot. This is a simplification adopted
for the benefits it afforded in pooling of results and
approximating the basis for calculating recall.

The feature set was the entire preliminary set of
39 LSCOM-lite features, chosen to cover a variety
of target types. In the past groups were allowed to
choose from a subset of 10 features those they wished
to develop detectors for. By increasing the number
of detectors required, the aim was to promote generic
methods for detector development.

The number of features to be evaluated was at first
kept small (10) so as to be manageable in this iter-
ation of TRECVID. However, recent work at North-
eastern University (Yilmaz & Aslam, 2006) had re-
sulted in methods for estimating standard system
performance measures using relatively small samples
of the usual judgment sets so that larger numbers of
features can be evaluated using the same amount of
judging effort.

Using TRECVID 2005 high-level feature task re-
sults, an analysis of the new estimate for average pre-
cision - inferred average precision (infAP) - at vari-
ous levels of judgment sampling (80%, 60%, 40%, and
20%) showed very good estimation of average preci-
sion in terms the of actual values of the measures.
By design, infAP using a 100% sample is equal to
average precision.

System rankings as measured by Kendall’s tau
(normalized number of pairwise swaps) vary little for
better samples:

• 80% sample 0.986

• 60% sample 0.987

Figure 1: Comparing MAP and mean infAP using
40% sample on 2005 data
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• 40% sample 0.970

• 20% sample 0.951

Furthermore, results of a randomization test
showed no swaps in 2,053 significant pairwise differ-
ences (p < 0.05) found when measured using mean
infAP versus mean average precision (MAP).

As a result, it was decided to use a 50% sample of
the usual feature task judgment set, calculate inferred
average precision instead of average precision, and
evaluate 20 features from each group rather than the
initially planned 10. Systems were compared in terms
of the mean inferred average precision scores across
the 20 features.

Features were defined in terms a human judge
could understand. Some participating groups made
their feature detection output available to partici-
pants in the search task which really helped in the
search task and contributed to the collaborative na-
ture of TRECVID.

The features to be detected were as follows
and are numbered 1-39. Those evaluated are
marked by an asterisk: [1*]Sports, [2]Entertain-
ment, [3*]Weather, [4]Court, [5*]Office, [6*]Meeting,
[7]Studio, [8]Outdoor, [9]Building, [10*]Desert,
[11]Vegetation, [12*]Mountain, [13]Road, [14]Sky,
[15]Snow, [16]Urban, [17*]Waterscape-Waterfront,



[18]Crowd, [19]Face, [20]Person, [21]Government-
Leader, [22*]Corporate-Leader, [23*]Police-
Security, [24*]Military, [25]Prisoner, [26*]Animal,
[27*]Computer-TV-screen, [28*]Flag-US, [29*]Air-
plane, [30*]Car, [31]Bus, [32*]Truck, [33]Boat-
Ship, [34]Walking-Running, [35*]People-Marching,
[36*]Explosion-Fire, [37]Natural-Disaster, [38*]Maps,
[39*]Charts.

The full definitions provided to system developers
and NIST assessors are listed with the detailed fea-
ture runs at the back of the notebook and in Ap-
pendix B.

4.1 Data

As mentioned above, the feature test collection con-
tained 259 files/videos and 79,484 reference shots.
Testing feature extraction and search on the same
data offered the opportunity to assess the quality of
features being used in search.

4.2 Evaluation

Each group was allowed to submit up to 6 runs and
in fact 30 groups submitted a total of 125 runs.

For each feature, all submissions down to a depth
of at least 100 (average 145, maximum 230) result
items (shots) were pooled, removing duplicate shots,
randomized and then sampled to yield a random 50%
subset of shots to judge. Human judges (assessors)
were presented with the pools - one assessor per fea-
ture - and they judged each shot by watching the as-
sociated video and listening to the audio. The maxi-
mum result set depth judged and pooling and judging
information for each feature is listed in Table 4. In
all, 66,769 shots were judged.

4.3 Measures

The trec eval software, a tool used in the main TREC
activity since it started in 1991, was used to calculate
recall, precision, inferred average precision, etc., for
each result. Since all runs provided results for all
evaluated features, runs can be compared in terms
of the mean inferred average precision across all 20
evaluated features as well as “within feature”.

4.4 Results

Readers should see the results section at the back
of the notebook for details about the performance of
each run.

4.5 Issues

There remain a number of issues for discussion con-
cerning the feature detection task, as follows:

1. The costs and benefits of sampling on top of
pooling need further discussion and study. This
year we decided to introduce a new sampling
method for choosing submitted shots to be man-
ually assessed in order to expand the number of
features that could be judged. This is an exam-
ple of yet another trade-off we make in bench-
mark evaluation campaigns.

2. The repetition of advertisement clips in the de-
velopment and test data, which occurred in 2005
when the development and test data all came
from the month of November 2004, was not the
case in 2006 where the development data came
from 2004 and the test data from 2005. In gen-
eral the repetition of video material in commer-
cials and in repeated news segments can increase
the frequency of true shots for a feature and re-
duce the usefulness of the recall measure. The
extent of this redundancy and its effect on the
evaluation have yet to be examined systemati-
cally.

3. Finally, the issue of the interaction between the
feature extraction and the search tasks still needs
to be explored so that search can benefit even
more from feature extraction.

5 Search

The search task in TRECVID was an extension of
its text-only analogue. Video search systems were
presented with topics — formatted descriptions of an
information need — and were asked to return a list
of up to 1,000 shots from the videos in the search
test collection which met the need. The list was to
be prioritized based on likelihood of relevance to the
need expressed by the topic.

5.1 Interactive, manually assisted,

and automatic search

As was mentioned earlier, three search modes were al-
lowed, fully interactive, manually assisted, and fully
automatic. A big problem in video searching is
that topics are complex and designating the intended
meaning and interrelationships between the various



pieces — text, images, video clips, and audio clips —
is a complex one and the examples of video, audio,
etc. do not always represent the information need ex-
clusively and exhaustively. Understanding what an
image is of/about is famously complicated (Shatford,
1986).

The definition of the manual mode for the search
task allowed a human, expert in the search system
interface, to interpret the topic and create an opti-
mal query in an attempt to make the problem less
intractable. The cost of the manual mode in terms
of allowing comparative evaluation is the conflation
of searcher and system effects. However if a single
searcher is used for all manual searches within a given
research group, comparison of searches within that
group is still possible. At this stage in the research,
the ability of a team to compare variants of their sys-
tem is arguably more important than the ability to
compare across teams, where results are more likely
to be confounded by other factors hard to control
(e.g. different training resources, different low-level
research emphases, etc.).

One baseline run was required of every manual sys-
tem — a run based only on the text from the provided
English ASR/MT output and on the text of the top-
ics. A baseline run was also required of every auto-
matic system — a run based only on the text from
the provided English ASR/MT output and on the
text of the topics. The reason for the requirement
for the baseline submissions is to help provide a ba-
sis for answering the question of how much (if any)
using visual information helps over just using text in
searching.

5.2 Topics

Because the topics have a huge effect on the results,
the topic creation process deserves special attention
here. Ideally, topics would have been created by real
users against the same collection used to test the sys-
tems, but such queries are not available.

Alternatively, interested parties familiar in a gen-
eral way with the content covered by a test collec-
tion could have formulated questions which were then
checked against the test collection to see that they
were indeed relevant. This is not practical either
because it presupposed the existence of the sort of
very effective video search tool which participants are
working to develop.

What was left was to work backward from the test
collection with a number of goals in mind. Rather
than attempt to create a representative sample, NIST

has tried to get an approximately equal number of
each of the basic types (generic/specific and per-
son/thing/event), but in 2006 generic topics dom-
inated over specific ones. Generic topics are more
dependent from the visual information than the spe-
cific which usually score high on text based (baseline)
search performance. Another important considera-
tion was the estimated number of relevant shots and
their distribution across the videos. The goals here
were as follows:

• For almost all topics, there should be multiple
shots that meet the need.

• If possible, relevant shots for a topic should come
from more than one video.

• As the search task is already very difficult, we
don’t want to make the topics too difficult.

The 24 multimedia topics developed by NIST for
the search task express the need for video (not just
information) concerning people, things, events, etc.
and combinations of the former. The topics were de-
signed to reflect many of the various sorts of queries
real users pose: requests for video with specific peo-
ple or types of people, specific objects or instances of
object types, specific activities or instances of activity
(Enser & Sandom, 2002).

The topics were constructed based on a review of
the test collection for relevant shots. The topic cre-
ation process was the same as in 2003 – designed to
eliminate or reduce tuning of the topic text or ex-
amples to the test collection. Potential topic targets
were identified while watching the test videos with
the sound off. Non-text examples were chosen with-
out reference to the relevant shots found. When more
examples were found than were to be used, the subset
used was chosen at random. The topics are listed in
Appendix A. A rough classification of topic types for
TRECVID 2006 based on Armitage & Enser, 1996,
is provided in Table 7.

5.3 Evaluation

Groups were allowed to submit a total of up to 6 runs
of any types in the search task. In fact 26 groups
(up from 20 in 2005) submitted a total of 123 runs
(up from 112) - 36 interactive runs, 11 manual ones,
and 76 fully automatic ones. The trends seen in 2005
continue in 2006 with strong growth in the proportion
of automatic runs, and at the same time a strong
reduction in the proportion of manual, and a decrease



Table 6: Search type statistics

Search type 2004 2005 2006

Fully automatic 17 % 38 % 62 %

Manually assisted 38 % 23 % 9 %

Interactive 45 % 39 % 29 %

in the proportion interactive runs, as shown in Table
6.

All submitted runs from each participating group
contributed to the evaluation pools. For each topic,
all submissions down to a depth of at least 70 (average
83, maximum 130) result items (shots) were pooled,
duplicate shots were removed and randomized. Hu-
man judges (assessors) were presented with the pools
— one assessor per topic — and they judged each
shot by watching the associated video and listing to
the audio. The maximum result set depth judged
and pooling and judging information for each feature
is listed in Table 5 for details.

5.4 Measures

Once again, the trec eval program was used to calcu-
late recall, precision, average precision, etc.

5.5 Results

Readers are asked to see the results pages at the back
of the notebook for information about each search
run’s performance.

5.6 Issues

The implications of pooling/judging depth on rele-
vant shots found and on system scoring and ranking
have yet to be investigated thoroughly for the current
systems and data.

6 BBC rushes management

Rushes are the raw video material used to produce a
video. Twenty to forty times as much material may
be shot as actually becomes part of the finished prod-
uct. Rushes usually have only natural sound. Actors
are only sometimes present. Rushes contain many
frames or sequences of frames that are highly repeti-
tive, e.g., many takes of the same scene re-done due

to errors (e.g. an actor gets his lines wrong, a plane
flies over, etc.), long segments in which the camera
is fixed on a given scene or barely moving, etc. A
significant part of the material might qualify as stock
footage - reusable shots of people, objects, events, lo-
cations. Rushes are potentially very valuable but are
largely unexploited because only the original produc-
tion team knows what the rushes contain and access
is generally very limited, e.g., indexing by program,
department, name, date (Wright, 2005).

The BBC Archive provided about 50 hours of
rushes shot for BBC programming along with some
metadata. TRECVID participants were invited to 1)
build a system to help a person, unfamiliar with the
rushes to browse, search, classify, summarize, etc. the
material in the archive. 2) devise their own way of
evaluating such a system’s effectiveness and usability.

12 groups finished work in the rushes task and
submitted notebook papers describing their efforts.
Readers are invited to see the site papers in the work-
shop notebook for details about their approaches and
results.

It is hoped that enough will be learned from this
exploration to allow the addition of a well-defined
task with evaluation in TRECVID 2007.

7 Summing up and moving on

This introduction to TRECVID 2006 has provided
basic information on the goals, data, evaluation
mechanisms and metrics used. Further details about
each particular group’s approach and performance
can be found in that group’s site report. The raw
results for each submitted run can be found in the
results section at the back of the notebook.

8 Authors’ note

TRECVID would not happen without support from
DTO and NIST and the research community is very
grateful for this. Beyond that, various individuals
and groups deserve special thanks.

We are particularly grateful to Christian Petersohn
at the Fraunhofer (Heinrich Hertz) Institute in Berlin
for providing the master shot reference and to the
team at the Centre for Digital Video Processing at
Dublin City University (DCU) for formating the mas-
ter shot reference definition and selecting keyframes.

City University of Hong Kong, the University of
Amsterdam, and the University of Iowa helped out



Table 7: 2006 Topic types

Named Generic

Topic Person,
thing

Event Place Person,
thing

Event Place

173 X X

174 X

175 X X

176 X X

177 X X

178 X

179 X X

180 X

181 X X

182 X

183 X X

184 X

185 X X

186 X X

187 X X

188 X X

189 X

190 X

191 X

192 X X

193 X X

194 X

195 X

196 X X

in the distribution of rushes data by mirroring the
them online.

Bing Xiang, John Makhoul, and Ralph Weischedel
at BBN provided the output of their then latest
ASR/MT engines on the Arabic and Chinese sources.

Cees Snoek and other from the MediaMill team at
the University of Amsterdam donated baseline results
for 101 features trained on the 2005 and then the 2006
development data.

Carnegie Mellon University, Columbia University,
and IBM provided annotations for 449 LSCOM fea-
tures on the 2005 development data.

We appreciate Jonathan Lasko’s painstaking cre-
ation of the shot boundary truth data once again.

Finally, we want to thank all the participants and
other contributors on the mailing list for their enthu-
siasm and diligence.

9 Appendix A: Topics

The text descriptions of the topics are listed below
followed in brackets by the associated number of im-
age examples (I), video examples (V), and relevant
shots (R) found during manual assessment of the
pooled runs.

0173 Find shots with one or more emergency vehi-
cles in motion (e.g., ambulance, police car, fire
truck, etc.) (I/0, V/4, R/142)

0174 Find shots with a view of one or more tall
buildings (more than 4 stories) and the top story
visible (I/3, V/4, R/675)

0175 Find shots with one or more people leaving or
entering a vehicle (I/0, V/10, R/204)

0176 Find shots with one or more soldiers, police, or
guards escorting a prisoner (I/0, V/4, R/111)

0177 Find shots of of a daytime demonstration or
protest with at least part of one building visible
(I/4, V/4, R/393)

0178 Find shots of US Vice President Dick Cheney
(I/3, V/3, R/99)

0179 Find shots of Saddam Hussein with at least one
other person’s face at least partially visible (I/8,
V/0, R/191)

0180 Find shots of multiple people in uniform and
in formation (I/3, V/5, R/197)

0181 Find shots of US President George W. Bush,
Jr. walking (I 0, V/5, R/128)

0182 Find shots of one or more soldiers or police
with one or more weapons and military vehicles
(I/2, V/6, R/307)

0183 Find shots of water with one or more boats or
ships (I/3, V/5, R/299)

0184 Find shots of one or more people seated at a
computer with display visible (I/3, V/4, R/440)

0185 Find shots of one or more people reading a
newspaper (I/3, V/4, R/201)

0186 Find shots of a natural scene - with, for ex-
ample, fields, trees, sky, lake, mountain, rocks,
rivers, beach, ocean, grass, sunset, waterfall, an-
imals, or people; but no buildings, no roads, no
vehicles (I/2, V/4, R/523)



0187 Find shots of one or more helicopters in flight
(I/0, V/6, R/119)

0188 Find shots of something burning with flames
visible (I/3, V/5, R/375)

0189 Find shots of a group including least four peo-
ple dressed in suits, seated, and with at least one
flag (I/3, V/5, R/446)

0190 Find shots of at least one person and at least
10 books (I/3, V/5, R/295)

0191 Find shots containing at least one adult person
and at least one child (I/3, V/6, R/775)

0192 Find shots of a greeting by at least one kiss on
the cheek (I/0, V/5, R/98)

0193 Find shots of one or more smokestacks, chim-
neys, or cooling towers with smoke or vapor com-
ing out (I/3, V/2, R/60)

0194 Find shots of Condoleeza Rice (I/3, V/7,
R/122)

0195 Find shots of one or more soccer goalposts (I/3,
V/4, R/333)

0196 Find shots of scenes with snow (I/3, V/6,
R/692)

10 Appendix B: Features

1 Sports: Shots depicting any sport in action

2 Entertainment: Shots depicting any entertainment
segment in action

3 Weather: Shots depicting any weather related
news or bulletin

4 Court: Shots of the interior of a court-room loca-
tion

5 Office: Shots of the interior of an office setting

6 Meeting: Shots of a Meeting taking place indoors

7 Studio: Shots of the studio setting including an-
chors, interviews and all events that happen in a
news room

8 Outdoor: Shots of Outdoor locations

9 Building: Shots of an exterior of a building

10 Desert: Shots with the desert in the background

11 Vegetation: Shots depicting natural or artificial
greenery, vegetation woods, etc.

12 Mountain: Shots depicting a mountain or moun-
tain range with the slopes visible

13 Road: Shots depicting a road

14 Sky: Shots depicting sky

15 Snow: Shots depicting snow

16 Urban: Shots depicting an urban or suburban set-
ting

17 Waterscape,Waterfront: Shots depicting a water-
scape or waterfront

18 Crowd: Shots depicting a crowd

19 Face: Shots depicting a face

20 Person: Shots depicting a person (the face may
or may not be visible)

21 Government-Leader: Shots of a person who is a
governing leader, e.g., president, prime-minister,
chancellor of the exchequer, etc.

22 Corporate-Leader: Shots of a person who is a cor-
porate leader, e.g., CEO, CFO, Managing Direc-
tor, Media Manager, etc.

23 Police,security: Shots depicting law enforcement
or private security agency personnel

24 Military: Shots depicting the military personnel

25 Prisoner: Shots depicting a captive person, e.g.,
imprisoned, behind bars, in jail or in handcuffs,
etc.

26 Animal: Shots depicting an animal, not counting
a human as an animal

27 Computer,TV-screen:Shots depicting a television
or computer screen

28 Flag-US: Shots depicting a US flag

29 Airplane: Shots of an airplane

30 Car: Shots of a car

31 Bus: Shots of a bus

32 Truck: Shots of a truck



33 Boat,Ship: Shots of a boat or ship

34 Walking,Running: Shots depicting a person walk-
ing or running

35 People-Marching: Shots depicting many people
marching as in a parade or a protes

36 Explosion,Fire: Shots of an explosion or a fire

37 Natural-Disaster: Shots depicting the happening
or aftermath of a natural disaster such as earth-
quake, flood, hurricane, tornado, tsunami

38 Maps: Shots depicting regional territory graphi-
cally as a geographical or political map

39 Charts: Shots depicting any graphics that is arti-
ficially generated such as bar graphs, line charts,
etc. (maps should not be included)
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Table 1: Participants and tasks

Participants Country Task

Accenture Technology Labs USA – – – RU
AIIA Laboratory Greece SB – – –
AT&T Labs - Research USA SB – SE RU
Beijing Jiaotong U. China – – SE –
Bilkent U. Turkey – FE SE –
Carnegie Mellon U. USA – FE SE –
Chinese Academy of Sciences (CAS/MCG) China – – – RU
Chinese Academy of Sciences (CAS/JDL) China SB – – –
Chinese U. of Hong Kong China – FE SE –
City University of Hong Kong (CityUHK) China SB FE SE –
CLIPS-IMAG France SB FE SE –
Columbia U. USA – FE SE –
COST292 (www.cost292.org) EU SB FE SE RU
Curtin U. of Technology Australia SB – – RU
DFKI GmbH Germany – – – RU
Dokuz Eylul U. Turkey SB – – –
Dublin City U. Ireland – – SE –
Florida International U. USA SB – – –
Fudan U. China – FE SE –
FX Palo Alto Laboratory Inc USA SB FE SE –
Helsinki U. of Technology Finland SB FE SE –
Huazhong U. of Science and Technology China SB – – –
IBM T. J. Watson Research Center USA – FE SE RU
Imperial College London / Johns Hopkins U. UK/USA – FE SE –
Indian Institute of Technology at Bombay India SB – – –
NUS / I2R Singapore – FE SE –
IIT / NCSR Demokritos Greece SB – – –
Institut EURECOM France – FE – RU
Joanneum Research Forschungsgesellschaft Austria – – – RU
KDDI / Tokushima U. / Tokyo U. of Technology Japan SB FE – –
K-Space (kspace.qmul.net) EU – FE SE –
Laboratory ETIS Greece SB – – –
LIP6 - Laboratoire d’Informatique de Paris 6 France – FE – –
Mediamill / U. of Amsterdam The Netherlands – FE SE –
Microsoft Research Asia China – FE – –
Motorola Multimedia Research Laboratory USA SB – – –
National Taiwan U. Taiwan – FE – –
NII/ISM Japan – FE – –
RMIT U. School of CS&IT Australia SB – SE –
Tokyo Institute of Technology Japan SB FE – –
Tsinghua U. China SB FE SE RU
U. of Bremen TZI Germany – FE – –
U. of California at Berkeley USA – FE – –
U. of Central Florida USA – FE SE –
U. of Electro-Communications Japan – FE – –
U. of Glasgow / U. of Sheffield UK – FE SE –
U. of Iowa USA – FE SE –
U. of Marburg Germany SB – – RU
U. of Modena and Reggio Emilia Italy SB – – –
U. of Ottawa / Carleton U. Canada SB – – –
U. of Oxford UK – FE SE –
U. of Sao Paolo Brazil SB – – –
U. Rey Juan Carlos / Dublin City U. Spain SB – SE RU
Zhejiang U. China SB FE SE –

Task legend. SB: Shot boundary; FE: High-level features; SE: Search ; RU: BBC rushes



Table 4: Feature pooling and judging statistics

Feature
number

Total
submitted

Unique
submitted

%
total
that
were
unique

Max.
result
depth
pooled

Number
judged

%
unique
that
were
judged

Number
true

%
judged
that
were
true

1 233646 47108 20.2 220 3334 7.1 679 20.4

3 232793 47111 20.2 230 3264 6.9 474 14.5

5 236583 56072 23.7 110 3483 6.2 292 8.4

6 234686 46967 20.0 140 3427 7.3 1498 43.7

10 234730 47675 20.3 130 3353 7.0 172 5.1

12 234749 46306 19.7 140 3351 7.2 163 4.9

17 234391 44099 18.8 150 3255 7.4 427 13.1

22 233658 52982 22.7 110 3371 6.4 22 0.7

23 233292 56100 24.0 100 3434 6.1 340 9.9

24 233456 47047 20.2 130 3254 6.9 612 18.8

26 235465 53551 22.7 110 3270 6.1 243 7.4

27 238532 46689 19.6 140 3290 7.0 1556 47.3

28 230852 51552 22.3 130 3254 6.3 231 7.1

29 238438 50829 21.3 140 3262 6.4 166 5.1

30 234328 45793 19.5 140 3361 7.3 750 22.3

32 236076 49727 21.1 120 3390 6.8 238 7.0

35 233127 46895 20.1 140 3250 6.9 150 4.6

36 232393 49268 21.2 130 3384 6.9 221 6.5

38 231767 44126 19.0 210 3375 7.6 511 15.1

39 228361 47485 20.8 190 3407 7.2 329 9.7



Table 5: Search pooling and judging statistics

Topic
number

Total
submitted

Unique
submitted

%
total
that
were
unique

Max.
result
depth
pooled

Number
judged

%
unique
that
were
judged

Number
relevant

%
judged
that
were
relevant

173 115248 28312 24.6 80 3669 13.0 142 3.9

174 117517 29734 25.3 70 3743 12.6 675 18.0

175 113024 33293 29.5 70 3919 11.8 204 5.2

176 114012 30063 26.4 70 3916 13.0 111 2.8

177 115904 27297 23.6 90 3542 13.0 393 11.1

178 112852 30145 26.7 100 3287 10.9 99 3.0

179 116894 26503 22.7 110 3497 13.2 191 5.5

180 115272 34038 29.5 70 4408 13.0 197 4.5

181 117850 28141 23.9 80 3457 12.3 128 3.7

182 117135 26353 22.5 80 3484 13.2 307 8.8

183 115522 28584 24.7 90 3763 13.2 299 7.9

184 115214 34229 29.7 70 3516 10.3 440 12.5

185 117167 31236 26.7 70 3436 11.0 201 5.8

186 117836 31430 26.7 70 3611 11.5 523 14.5

187 113495 27800 24.5 100 3697 13.3 119 3.2

188 114389 32715 28.6 90 3577 10.9 375 10.5

189 117763 36079 30.6 70 4138 11.5 446 10.8

190 117687 33855 28.8 70 3706 10.9 295 8.0

191 117858 32807 27.8 70 3559 10.8 775 21.8

192 110356 37242 33.7 70 3936 10.6 98 2.5

193 114040 33806 29.6 70 3738 11.1 60 1.6

194 112202 33741 30.1 100 3786 11.2 122 3.2

195 113326 31201 27.5 130 3348 10.7 333 9.9

196 118109 24117 20.4 110 3375 14.0 692 20.5

Table 8: Participants not submitting runs (or at least papers in the case of rushes task)

Participants Country Task

Cambridge U. UK – – – –
Fraunhofer-Institute for Telecommunications Germany – – – –
INESC-Porto Portugal – – – –
Indian Institute of Technology at Kharagpur India – – – –
Language Computer Corporation (LCC) USA – – – –
LowLands team (CWI + Twente U.) the Netherlands – – – –
Nagoya U. Japan – – – –
Northwestern U. USA – – – –
Ryerson U. Australia – – – –
Tampere U. of Technology Finland – – – –
U. of East Anglia UK – – – –
U. of Kansas USA – – – –
U. of North Carolina at Chapel Hill USA – – – –
U. of Washington USA – – – –
U. of Wisconsin-Milwaukee USA – – – –

Task legend. SB: Shot boundary; HL: High-level features; SE: Search ; RU: BBC rushes


